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Abstract The design of regional plans is a difficult task combining political, 
economic, sociological and technological aspects. From decades, computers have 
been used for this task: at the beginning for mapping, then for spatial analysis and 
information systems, and now with artificial intelligence in the design of smart 
regions. The objective of this paper is to show some potentialities and promises 
of using artificial intelligence for regional planning, especially by using knowl-
edge management, rule-based systems, case-based reasoning and machine learning. 
However, some limitations are still hindering its use, among them let us mention 
sociological acceptance and the existence of technological barriers. 

Keywords Artificial intelligence · Smart regions · Knowledge management ·
Machine learning · Rule-based systems · Urban planning · Regional planning 

1.1 Introduction 

For half a century, computers have been used in urban and regional planning, first for 
cartography (Baxter 1976), then for information systems (Laurini 2001) and now with 
artificial intelligence (AI). Even if the inception of AI dated after WWII, after the long 
so-called “AI winter”, now, not only the technology look mature, but also applications 
are mainstream in a lot of domains ranging from business to medicine and natural 
language processing. However, in regional studies, and especially in planning, few 
applications can be mentioned for several reasons which will be explained in this 
paper. Indeed, on one side, some technological barriers can be identified, and on the 
other side, promising applications are emerging. 

The research questions of this paper can be stated as follows: 

RQ1: what are the technological barriers which impediment the use of AI in 
regional planning?
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RQ2: what are the urban and regional problems for which AI can bring novel 
solutions? 
RQ3: is there a difference between urban and regional planning in terms of actually 
produced research works? 

In a generally agreed-upon definition, a smart region can be characterized as a 
region overlaid by a digital layer, which is used not only for storing region information 
but overall, for its governance. And in this digital layer, one can find GIS, big data 
analytics, 3D, AI, Internet of Things, etc. 

An important aspect to mention is that in the literature, few have been done 
regarding AI in regional planning, except perhaps Zaborovskaia (2018) but only at 
economic levels to boost innovations, but many more in urban planning. That is the 
reason why several examples dealing with urban planning, are given in the text which 
can be a source of inspiration at the regional level. 

Several studies have been made regarding AI and smart cities (Batty 2018). For 
instance, Bisen (2020) presents applications such as video-surveillance for helping 
the police monitor illegal activities, vehicle parking and traffic management systems, 
and waste and disposal management systems. Kumar (2019) declares that a smart 
city has various use cases for AI-driven technology, from maintaining a healthier 
environment to advancing public transport and safety. And she adds that by leveraging 
AI and machine learning algorithms, a city can plan for better smart traffic solutions 
making sure that inhabitants get from one point to another as safely and efficiently 
as possible. Thakker et al. (2020) apply AI for flood monitoring; indeed, monitoring 
gullies and drainage in crucial regional areas susceptible to flooding issues is an 
important aspect of any flood monitoring solution. More recently Gao (2021) has 
coined the expression “Geospatial Artificial Intelligence (GeoAI)” for regrouping all 
attempts to use AI not only in GIS domains but also in urban and regional planning. 

In this paper, three important subdomains of AI will be examined, namely knowl-
edge management, case-based reasoning and machine learning. For each of them, 
will be provided theoretical generalities, barriers to overcome and promising urban 
and regional applications. 

1.2 Knowledge Management 

In computing, this is common to distinguish between data, information, knowledge 
and wisdom (Ackoff 1989), in which knowledge can be defined as information 
helping to solve a problem, and wisdom, the use of accumulated knowledge. The 
so-called DIKW (Data, Information, Knowledge, Wisdom) pyramid can be seen as 
a key-concept in computing. Many authors asserted that a knowledge-based system 
is based on the assumptions that (adapted from Han and Kim 1990): 

(a) the problem can be clearly specified and is well bounded; 
(b) the relations between the factors or elements of the problem are known and can 

be expressed explicitly;
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(c) problem-solving methods can be articulated; and 
(d) experts agree on solutions, that is, the cause-effect relationships are clearly 

defined. 

The pioneer of this approach is Sowa (1984) with his semantic networks, in which 
reasoning is like finding a path in a graph. Then followed by the seminal paper written 
by Davis et al. (1993) who examine “What is Knowledge Representation?” from a 
somewhat abstract, often philosophical viewpoint based on 5 different roles, (i) a 
surrogate or a substitute for the thing itself, (ii) a set of ontological commitments, 
(iii) a fragmentary theory of intelligent reasoning, (iv) a medium for pragmatically 
efficient computation, and (v) a medium of human expression, i.e. a language in 
which we say things about the world (Laurini 2017). 

Regarding knowledge representation, presently, three directions can be defined, 
ontologies, knowledge networks and rule-based systems. See Soergel (2009) for  
more details. 

1.2.1 Ontologies 

The word “ontology” come from ancient Greek “oντoς” (being) and “λoγια” 
(discourse), i.e. the discourse about existing objects. This word, usually written with 
a capital “O” is overall used in philosophy and theology. Now, in computing, an 
ontology (with a lower case “o”) refers to modeling things existing in the discourse 
which is a fundamental idea in data modeling: when something has no name, it is 
not existing in our mind, so not existing in our culture, so not existing in our world. 

In information technology (Gruber 1993), the more used definition is “an ontology 
is a specification of a conceptualization”, so ontology is an artifact created to describe 
the meaning of a vocabulary. Indeed Guarino (1998) said that in artificial intelligence, 
an ontology represents an artifact made with a vocabulary for building a reality, 
accompanied with a set of implicit assumptions concerning the meaning of words and 
of the vocabulary. So, an ontology is neither a catalogue of objects nor a taxonomy, 
but an ontology is not reducible to a purely cognitive analysis and represents the 
objective side of things. See Also Roussey et al. (2011) for ontology engineering. 
An example is given in Fig. 1.1.

Nothing prevents that some different ontologies can be used to describe the same 
reality. Therefore, two observers may have two different visions or two different 
understandings of the same reality, so giving two different classifications. 

The first important project to design urban ontologies was Towntology. In fact, 
under this name, there were two projects; the first one was developed in Lyon, 
France, from yours truly (Keita 2007; Teller et al. 2005). A second was a Euro-
pean COST project, the outcomes of which were published in Teller et al. (2007); 
the idea was to design a unified ontology for urban planning. But due to several objec-
tives, geographic and juridical contexts, are not unique, but several were designed. 
One of the conflicts was the scope of designing ontologies; for computer scientists,
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Fig. 1.1 The European Urban Knowledge Network (EUKN) top-level ontology. The thesaurus is 
composed of 254 concepts organized into five levels. Quoted by Teller (2007)

it was a key for urban information systems interoperability, for region planners, a 
way to clarify vocabulary and for decision-makers, an assistance for governance. 

Further, Komninos et al. (2015) try to improve effectiveness in several urban issues 
by using ontologies (Fig. 1.2). However, they conclude that region intelligence is a 
product of citizen engagement rather than smart region technology. See also (Laurini 
and Kazar 2016) for a survey on geographic ontologies.

Regarding regional ontologies, let us mention Sewchurran et al. (2010) who wrote 
an interesting paper, but too much philosophy-oriented than practical experimenta-
tions. 

To conclude this section on urban and regional ontologies, let us say that the design 
of ontologies is something difficult needing first the consensus of several actors for 
the definition of terms and concepts. And an expected issue has been the clarification 
of the vocabulary in regional planning. But the main limitation resides in the fact 
that if ontologies can be used to help reason on this discipline, direct applications 
to a precise town or district are not so easy. But with knowledge networks, it looks 
possible. 

In this category, one can add folksonomies (Soergel 2009; Mocnik et al. 2017) 
which are taxonomies made by people’s contributions.
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Fig. 1.2 Smart city ontology superclasses After Komninos et al. (2015)

1.2.2 Knowledge Networks 

Another direction of knowledge management is based on networks or graphs. To 
start the presentation, let us take an example. In crime movies, it is common to see 
detectives utilizing an investigation board. On this board, they usually pin pictures of 
possible suspects, of witnesses if any, of exhibits of evidence, together with arrows 
showing the relationships, sometimes complemented by names and maps. In other 
words, they try to collect all information concerning the crime into a network. From 
a certain point of view, a crime novel or movie can be seen as the construction and 
filling of this network. Of course, there are missing pieces or missing arrows. By 
human reasoning, detectives try to answer questions concerning the motive, the used 
weapon, the opportunity, etc. As in the beginning, it looks like an incomplete puzzle, 
but at the end, the board is fully completed and the solution is clear. 

Back to artificial intelligence, this is a case of knowledge management, or more 
exactly the construction of a knowledge graph or network against which queries can 
be put in order to solve a problem. In essence, a knowledge network is composed 
of two items, objects and relationships possibly with attributes as exemplified in 
Fig. 1.3.

With this mechanism, it is possible to describe a situation, a context or a city; see 
for example Fig. 1.4 issued from Qiu et al. (2019), in which we can mention various 
relationships such as has_junction_with, country, twin_city, etc. Of  
course, for any city, this description in terms of knowledge network can easily be 
made by adding other objects and relationships.
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Fig. 1.3 Basic items of a knowledge network

This formalization was extended by Wang et al. (2019) into the Geographic 
Knowledge Graph (GeoKG) with the following representation (Fig. 1.5). In their 
paper, they have successfully applied this methodology to represent several cases 
in regional planning and management. However, in a neighboring domain, namely 
surveying and remote sensing, Hao et al. (2021) have proposed a methodology for 
designing a knowledge graph based on an ontology (Fig. 1.6) which could be used, 
maybe with modification in regional planning and management.

Another interesting study of knowledge graphs for disaster prediction, see Ge 
et al. (2022). 

As a conclusion for knowledge networks, they can give an appropriate model of 
the town or the district desired not only to understand but overall to sketch its future. 
The main advantage is the flexibility i.e. the possibility to create new relations and to 
be very flexible in portraying novel or complex situations. In this context, reasoning 
can be seen as finding a path in a graph. 

1.2.3 Rule-Based Systems 

According to Graham (2006) and Morgan (2008), rules must be considered as first-
class citizens in information technologies, meaning first that several computer-based 
activities must be revisited. By definition, a rule is a sequence of antecedents-
implication-consequents which can be noted by (A) ⇒ (B), in which A is a conjunc-
tion of conditions. Instead of antecedents, sometimes the expression ‘premise’ is 
used. In logic, B can be either a disjunction of conditions or a set of assertions. 

In Business Intelligence, generally, their implementation is based on two gram-
matical structures IF-THEN-Fact and IF-THEN-Action (Ross 2011). The first serves 
above all to involve new facts, that is new objects, attribute values and new relation-
ships between objects. As to the second, it is to involve new actions. However, 
in regional planning, rules are essentially coming from laws and by-laws. More-
over, some experts can use other rules in their daily practice, sometimes called best 
practices. In addition to that more and more specialists in spatial data mining can 
discover what they call associative rules. But the main problem is to take geometry 
and topology into account. For instance, consider the following rules (Fig. 1.7):

• If a lane is narrow, make it one-way, except if it is a cul-de-sac (dead end); 
• When planning a metro, move underground networks;
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Fig. 1.5 A conceptualized model of GeoKG based on the basic elements. From Wang et al. (2019) 
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• No parking, no business; 
• Each building must be connected to utility networks (water, electricity, gas, 

telephone, internet, etc.); 
• If a crossroad is dangerous, install traffic lights; 
• In city centers, transform streets into pedestrian precincts; 
• When a commercial mall is planned in the neighborhood of a city, shops located 

in the city center will be in jeopardy. 

As a consequence, several types of rules must be considered in addition to 
IF-THEN-Fact and IF–THEN-Action rules (Laurini 2019a): 

• Rule of zone creation; “IF-THEN-Zone”; 
• Co-location rules: “IF something here, THEN another thing nearby”; 
• Metarule: “IF some conditions hold, THEN apply RuleA”; 
• Located rule: “IF in a place B, THEN apply RuleB”; 
• Bi-location rule: “IF something holds in place P, THEN something else in place 

Q”. 

According to Klosterman (2015), the first to use a rule-based system in urban 
planning was Landis (1994). Varadharajulu et al. (2016) were using a rule-based 
system to assign names to roads. In their survey of using rule-based systems in 
regional design, Pisano et al. (2020) give a few examples, but no instance of rules is 
given. 

Sometimes rules are positioned in small places, for example in urban planning 
zones. Figure 1.8 illustrates the case in which there are three zones in which five 
rules can be applied, those zones being delimited by the list of surrounding streets. 
Two solutions are possible: 

1. for each zone, give the list of applicable rules,

Fig. 1.8 Rules and zones

Z2 Z1 

Z3 

C 

Rule 102 

Rule 103 

Rule 101 

Rule 104 

Rule 105 
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2. for each rule, give the list of zones in which they apply. 

In Laurini (2019b) a mathematical language was presented integrating geometry 
and topological aspects in addition to logic. With this ruleoriented language, let us 
detail take the option that, for each zone, will give the rules to be applied. For zone 
Z1, the following rule can be written: 

∃C ∈ City, ∀B ∈ Project, ∃ ZoneZ1 ∈ T err, 
Geom(ZoneZ1) ≡ Surrounded ByStreet(A_Street, B_Street, D_Street, 

F_Street) 
: 

Contains(Geom(Zone  A), Geom(B)) 
⇒ 

{Applied  Rule(101); Applied  Rule(102)} ∎

1.3 Case-Based Reasoning 

Case-Based Reasoning (CBR) is a subset of knowledge management which tries to 
solve new problems by retrieving stored ‘cases’ describing similar prior problem-
solving episodes and adapting their solutions or outcomes to fit new needs (Kolodner 
1993). This framework can be stated as follows: 

(Descri ption(A) ⇒ Outcome(A)) ∧ Resemble(Descri ption(B), 
Descri ption(A)) 

⇒ 
Resemble(Outcome(B), Outcome( A)) ∎

To simplify this mechanism, suppose that the cases are stored according to the 
following schema in which the set of attributes are split into two categories, the first 
for the description of the case and the remaining the characteristics of the solution: 

K (k#, k1, k2, k3, .  .  .  ,  ki , ki+1, ki+2, . . .  ki+n) 

The first step to get a solution is to find the stored cases the most resembling to 
our new case. For that, usually, an n-dimensional distance between cases is defined. 
The nearest case according to this distance is the most interesting. Sometimes some 
k-nearest algorithms are launched to find other neighbors. 

According to Sànchez-Marrè (2001), the description of the case is as follows: 

• an identifier of the case, 
• the description of the case,



1 Promises of Artificial Intelligence for Urban … 13

• the diagnostic of the case, 
• the solution of the case, 
• the derivation of the case, i.e. from where the case has been derived/adapted, 
• the solution result, information indicating whether the proposed case solution has 

been a successful one or not, 
• a utility measure of the case in solving past cases when it was used, 
• other relevant information about the case. 

According to Holt and Benwell (1999), the procedure is as follows (Holt and 
Benwell 1999): 

• Build a repository of cases. 
• Retrieve the most similar case(s). 
• Reuse the information and knowledge in that case to solve the problem. 
• Revise the proposed solution. 
• Retain the parts of this solved problem (experience) which are likely to be useful 

for future problem-solving. 

The generic rule can be stated as “If a MyTown resembles to OtherTown which 
has successfully completed a realization, then MyTown may create a project to adapt 
this realization”. See Fig. 1.9. 

As many applications are found in business, few can be found in geoprocessing. 
However, we can mention the pioneering work made by Holt and Benwell (1999) 
for soil classification, for digital terrain analysis, in particular to extracting drainage 
networks by Qin et al. (2016), and in logistics by Belyakov et al. (2018). For regional 
planning, the work by Yeh and Xun (2001) is interesting to be mentioned in Hong 
Kong. 

But the more complete approach is given by Anthony (2020) by applying CBR 
for sustainable smart region development and planning. 

However, by using previous cases, this methodology can be seen as a preliminary 
example of the machine learning experience.

OtherTown MyTown 

Realization 

Resembles 
My Town 

Similar 
project for 
My Town 

⇒
Often 

Has 
successfully 
completed 

Is interested 
to examine 

Adaptation 

Fig. 1.9 Regional project inspired from an interesting realization elsewhere 
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1.4 Machine Learning 

Essentially, machine learning is a method of teaching computers to make and improve 
predictions or behaviors based on some data. Data depend entirely on the problem. 
On the other hand, neural networks reflect the behavior of the human brain, allowing 
computer programs to recognize patterns and solve common problems in the fields 
of AI, machine learning, and deep learning. Artificial neurons are very simple linear 
systems with one output and several inputs in which wi are weights as depicted in 
Fig. 1.10. Of course, more complex functions can be used. 

Those neurons can be combined to give a network, generally with several layers 
(Fig. 1.11). To train this network, we present together several inputs and outputs. A 
special algorithm is run in order to evaluate the weights of all constituting neurons 
(see, for instance, Rumelhart et al. 1986). Once those weights are stabilized, the 
network can function by presenting new cases. 

Deep learning is an evolution of neural layers in which many layers with many 
neurons are used, but there is no agreement regarding the threshold. However, appli-
cations run from natural language processing to image recognition. According to 
Murphy (2021), neural networks are performing tools for sequences and images.

Fig. 1.10 A simple artificial neuron 

Input layer            Hidden Layer           Output layer 

Inputs 
Outputs 

Fig. 1.11 Example of a simple neural network with one hidden layer 
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By a search over the Internet, a query with “machine learning” and “satellite 
images” will return more than one million answers: so, it could be difficult to make 
a synthesis. Nevertheless, the main applications run from land use and vegetation 
detection to terrain analysis. However, this aspect is more important for regional 
studies than for regional studies because now aerial and drone photos are more 
interesting. For a state-of-the-art survey of drone imagery, refer to (Taha and Shoufan 
2019). 

One domain in which many deep learning experimentations is the analysis of 
satellite images. For example, remote sensing can be used for the prediction of crop 
yield, military surveillance, precipitation estimation, size estimation of oil spills, 
monitoring ice caps, natural disaster assessment, freshwater estimation, etc. For a 
survey, please refer to Goswami et al. (2020) or Mohanty et al. (2020). 

For applications of machine learning for some regions, let us cite two interesting 
studies by Badar and Rahman (2020), and Ullah et al. (2020). Some examples can 
be mentioned, health, transportation and especially real-time traffic control, energy 
consumption, combating pollution, public safety, waste management, telecommu-
nication, etc. See also Boucetta et al. (2021) for road repair, and Alfarrarjeh et al. 
(2018) for images based on smartphone images. 

However, the paper written by Varshney et al. (2021), even if they claim to present a 
critical review for smart cities, more focuses on civil engineering than urban planning. 
An application was made by Meeran and Joyce (2020) concerning airports in the US: 
the initial and a more general trend identified was that more congested airports tend to 
cause a greater negative impact on the surrounding regional context. We can add some 
studies for wind direction and speed prediction in Germany and in The Netherlands 
(Harbola and Coors 2021, Ibrahim et al. 2021) and for pollution prediction (Petry 
et al. 2021). See also Öncevarlıkl et al. (2019) for parking spot detection. 

Fyleris et al. (2022) have recently presented an excellent study on urban change 
detection by using aerial photos at certain dates and machine learning. 

But the more promising study was developed by Wang et al. (2020) by reimagining 
city configuration with a kind of automated urban planning based on deep learning: 
they developed a learning framework to generate effective land-use configurations 
by learning from regional geography, human mobility, and socioeconomic data. In 
particular, they first characterize the contexts of surrounding areas of an unplanned 
area by learning representations from spatial graphs using geographic and human 
mobility data. Then, they develop an adversarial land-use configuration approach, 
where the surrounding context representation is fed into a generator to generate a 
land-use configuration, and a discriminator learns to distinguish among positive and 
negative samples. And they apply this methodology to plan virgin areas. For that, 
they develop a system based on Points of Interest (e.g., latitudes and longitudes) and 
regional functionality categories (e.g., shopping, banks, education, entertainment, 
residential, and administrations). The structure of their system is depicted in Fig. 1.12.

Finally, very recently, Wang and Cao (2021) have mentioned overall regional 
planning, transportation, safety, and environment monitoring in their study in addition 
to remote sensing. See also Mehta et al. (2022) for a survey for applications in smart 
cities.
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Fig. 1.12 Automatic land-use configuration planner From Wang et al. (2020)

1.5 Final Remarks 

The goal of this paper was not to give an exhaustive survey of using AI in urban and 
regional planning, but rather to sketch some potentialities. Now, outside the domain 
of sensing, few developments have been made when practicing regional planning. 
To reach this objective, several barriers must be overcome. 

Indeed, among technological barriers, let us mention an adequate and performing 
representation of space which can be useful and practical both in knowledge manage-
ment and deep learning: the classical OGC model used in geomatics must be adapted 
for those novel directions. 

But the more important barrier seems to be sociological, namely the sociological 
acceptance of using AI in regional planning; it does not mean that future regions must 
be governed by AI, but the way humans can use AI to enlighten their decision. In 
other words, AI must be seemed like a sort of assistance in human decision-making 
in designing the region of the future by generating possible schemes of solution 
(Meza et al. 2021) paving the way to territorial intelligence by combining artificial 
intelligence and human collective intelligence, by involving not only practitioners 
and elected officials, but also citizens. 

As it was told in the introduction, the majority of experimentations were made at 
the urban planning level, but too few at the regional level: so, it looks interesting to 
constitute a research agenda for smart region policymaking.
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